Effect size guidelines for individual differences researchers
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A B S T R A C T

Individual differences researchers very commonly report Pearson correlations between their variables of interest. Cohen (1988) provided guidelines for the purposes of interpreting the magnitude of a correlation, as well as estimating power. Specifically, \( r = 0.10, r = 0.30, \) and \( r = 0.50 \) were recommended to be considered small, medium, and large in magnitude, respectively. However, Cohen's effect size guidelines were based principally upon an essentially qualitative impression, rather than a systematic, quantitative analysis of data. Consequently, the purpose of this investigation was to develop a large sample of previously published meta-analytically derived correlations which would allow for an evaluation of Cohen's guidelines from an empirical perspective. Based on 708 meta-analytically derived correlations, the 25th, 50th, and 75th percentiles corresponded to correlations of 0.11, 0.19, and 0.29, respectively. Based on the results, it is suggested that Cohen's correlation guidelines are too exigent, as \(<3\%\) of correlations in the literature were found to be as large as \( r = 0.50 \). Consequently, in the absence of any other information, individual differences researchers are recommended to consider correlations of 0.10, 0.20, and 0.30 as relatively small, typical, and relatively large, in the context of a power analysis, as well as the interpretation of statistical results from a normative perspective.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Researchers in the behavioural and cognitive sciences have been recommended to report and interpret effect sizes in their research papers (Wilkinson & the APA Task Force on Statistical Inference, 1999, p. 599). Cohen (1988, 1992) provided guidelines for the purposes of interpreting the magnitude of effect sizes across a number of statistical analyses. Individual differences researchers very commonly report correlation coefficients to represent the magnitude of the association between two continuously scored variables. Cohen (1988, 1992) recommended Pearson \( r \) values of 0.10, 0.30, and 0.50 to demarcate small, medium, and large effects, respectively. Cohen's effect size guidelines were based upon the notion that a medium effect should be noticeable to the naked eye of a careful observer (Cohen, 1988). Additionally, Cohen (1988, 1992) suggested that a medium effect is about one third of the correlations were found that that one third of the correlations were \(<0.20\), one third were between 0.20 and 0.30, and one third were \(>0.30 \). Consequently, Hemphill (2003) suggested a revision of Cohen's (1988, 1992) guidelines: small \(<0.20\); medium \(= 0.20 \) to 0.30, and large \(>0.30 \).

Although Hemphill's (2003) recommendations may be considered an advancement over Cohen's (1988, 1992) guidelines, approximately 80% of the correlations included in the Hemphill (2003) review were derived from treatment/therapy experiments, all of which reported Cohen's \( d \) values. Hemphill (2003) converted the Cohen's \( d \) values into correlations for the purposes of his investigation. Arguably, the effects observed in treatment/experiments may not be valid representations of the effect sizes that might be expected in individual differences research for a number of reasons. First, one of the variables associated with a basic experiment is manipulated. By contrast, a typical individual differences hypothesis is tested by the estimation of the association between two continuously scored variables in the absence of any manipulation. Secondly, a correlation derived from a Cohen's \( d \) value is essentially a point-biserial correlation, rather than a Pearson correlation. By contrast, individual differences researchers tend to report Pearson correlations to represent the association between their variables. Thirdly, Hemphill's (2003) investigation was also limited in that the distribution of the correlations was not reported, nor was a relatively complete percentile breakdown of the results provided. Finally, Hemphill (2003) reported only observed correlations, rather than both observed correlations and correlations disattenuated for imperfect reliability (i.e., true score correlations).

Consequently, the principal purpose of this investigation was to collate a large number of meta-analytically derived correlations across the
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broad area of differential psychology. The sample of correlations (observed score and true score) would then allow for the determination of empirically-based normative guidelines for individual differences researchers.

2. Method

2.1. Studies Included in the meta-analysis

2.1.1. Search procedure

Meta-analytic publications were sought across six journals known to publish research relevant to individual differences: Personality and Individual Differences, Psychological Bulletin, Journal of Research in Personality, Journal of Personality and Social Psychology, Journal of Personality, and Intelligence. Google Scholar was used to identify the meta-analytic publications by restricting the search results to the titles above. Additionally, journal article title keyword search terms included ‘meta-analysis’ and ‘meta-analytic’. To help ensure the results would be considered relatively contemporary, only articles published from 1985 and onward were considered for potential inclusion. A total of 199 published meta-analyses were identified for potential inclusion in the investigation.

2.1.2. Inclusion and exclusion criteria

Meta-analyses were excluded if the results were reported as Cohen’s d, odds-ratios, inter-rater reliability coefficients, intra-class correlations, or heritability coefficients. Additionally, meta-analyses that were based on longitudinal designs (i.e., correlations between the same measures across time) and consensus validity type coefficients (correlations between the same measures as assessed by different people) were also excluded. Thus, only meta-analyses which were relevant to the association between two conceptually distinct constructs were included in the investigation. Based on the application of the exclusion criteria, a total of 87 meta-analyses remained in the sample. The selected meta-analyses included a variety of independent and dependent variables. Specifically, 62.2% of the meta-analyses focused upon constructs typically measured via self-report measures (e.g., self-esteem, depression, anxiety, Big 5, five factor model, self-efficacy, political orientation, narcissism, optimism, EI), and 37.8% of the meta-analyses focused upon at least one construct typically measured via behavioral measures (e.g., academic performance, athleticism, cognitive style, intelligence, inspection time, job performance, training ability). A total of 708 observed correlations were derived from the sample of 87 meta-analyses (8.13 correlations per meta-analysis). Additionally, a total of 345 true score correlations were derived from 24 of the meta-analyses that included at least one correlation disattenuated for imperfect reliability.2 For the purposes of the analyses, all of the negative correlations were transformed into absolute correlations, as it would be inappropriate to calculate measures of central tendency on a combination of negative and positive values, in this case.

3. Results

As can be seen in Table 1 (left-hand side), the 25th, 50th, and 75th percentiles corresponded to correlations equal to 0.11, 0.19, and 0.29, respectively. Although not reported in Table 1, only 2.7% of the correlations were 0.50 or greater. Furthermore, approximately 55% of the correlations were ±0.21. As can be seen in Fig. 1, the distribution of the correlations was skewed positively (skew = 0.95, z = 10.29, p < 0.001; kurtosis = 1.56, z = 8.51, p < 0.001).

As can be seen in Table 1 (right-hand side), the 25th, 50th, and 75th percentiles corresponded to true score correlations equal to 0.16, 0.25, and 0.37, respectively. Although not reported in Table 1, 11.9% of the true score correlations were 0.50 or greater. As can be seen in Fig. 2, the distribution of true score correlations was also positively skewed (skew = 1.00, z = 7.63, p < 0.001; kurtosis = 1.73, z = 6.57, p < 0.001).

4. Discussion

The results of this investigation suggest that Cohen’s (1988, 1992) commonly cited guidelines for interpreting correlations are too exigent. Specifically, in contrast to Cohen’s impression-based guidelines of 0.10, 0.30, and 0.50 for small, medium, and large correlations, the results of this quantitative investigation suggest that normative guidelines should be closer to 0.10, 0.20, and 0.30, respectively. A correlation as large as 0.50 may be expected to occur in only 2.7% of cases. The meta-analytically derived true score correlations were larger than the observed score correlations, as expected. Based on the results of this investigation, normative guidelines for small, medium, and large true score correlations are suggested to be 0.15, 0.25, and 0.35, respectively.

Perhaps the most substantial difference between the results of this investigation and those reported by Hemphill (2003) is the description of a small correlation. Hemphill (2003) suggested a correlation of 0.20 or less should be considered small. However, in this investigation, 55% of all observed score correlations were 0.21 or less in magnitude. Thus, arguably, a correlation of approximately 0.20 should be considered typical (or medium), rather than small. It is difficult to explain fully why the results of this investigation and those reported by Hemphill (2003) diverged. However, as this investigation was based on a wide selection of meta-analyses across a diversity of topics, rather than based principally upon treatment type studies, the results of this investigation may be considered to be more valid for individual differences researchers. Neither Cohen (1988, 1992) nor Hemphill (2003) provided guidelines for the interpretation of correlations disattenuated for imperfect reliability (true score correlations). Consequently, comparisons with previous research are not possible, in this case.

In addition to the interpretation of the magnitude of correlations from a normative perspective, the results of this investigation have possible implications for power analyses. Specifically, in the absence of any

---

Table 1

Percentiles associated with correlations (r) and true score correlations (ρ).

<table>
<thead>
<tr>
<th>Percentile</th>
<th>r</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>10</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>15</td>
<td>0.07</td>
<td>0.12</td>
</tr>
<tr>
<td>20</td>
<td>0.10</td>
<td>0.14</td>
</tr>
<tr>
<td>25</td>
<td>0.11</td>
<td>0.16</td>
</tr>
<tr>
<td>30</td>
<td>0.13</td>
<td>0.18</td>
</tr>
<tr>
<td>35</td>
<td>0.15</td>
<td>0.20</td>
</tr>
<tr>
<td>40</td>
<td>0.17</td>
<td>0.21</td>
</tr>
<tr>
<td>45</td>
<td>0.18</td>
<td>0.23</td>
</tr>
<tr>
<td>50</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>55</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td>60</td>
<td>0.23</td>
<td>0.30</td>
</tr>
<tr>
<td>65</td>
<td>0.24</td>
<td>0.32</td>
</tr>
<tr>
<td>70</td>
<td>0.27</td>
<td>0.35</td>
</tr>
<tr>
<td>75</td>
<td>0.29</td>
<td>0.37</td>
</tr>
<tr>
<td>80</td>
<td>0.31</td>
<td>0.43</td>
</tr>
<tr>
<td>85</td>
<td>0.36</td>
<td>0.46</td>
</tr>
<tr>
<td>90</td>
<td>0.41</td>
<td>0.52</td>
</tr>
<tr>
<td>95</td>
<td>0.45</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Note. Correlations (r) based on 708 meta-analytically derived correlations; true score correlations (ρ) based on 345 meta-analytically derived correlations.

---

2 The correction applied was the classic disattenuation for imperfect reliability: rΣ / √(rxx * ryy) where rxy = observed correlation, rxx = reliability of independent variable, and ryy, reliability of the dependent variable (Nunnally & Bernstein, 1994).
other information, researchers are commonly recommended to use Cohen’s (1988, 1992) guidelines for specifying the magnitude of an expected effect, in order to determine the sample size required to achieve a power of 0.80 (e.g., Faul, Erdfelder, Lang, & Buchner, 2007). Thus, an individual differences researcher who hypothesized a conventionally considered medium effect size \((r = 0.30)\), would calculate a required sample size of 84, in order to achieve a power of 0.80. However, based on the results of this investigation, a sample size of 190 would be required, in order to achieve power of 0.80 for a typical \((r = 0.20)\). Marszalek, Barber, Kohlhart and Holmes (2011) found that empirical investigations published in the Journal of Applied Psychology in 2006 were associated with a median sample size of sample of 114, which would imply a median power of 0.57 to detect a typical correlation \((r = 0.20)\) and 0.18 for a relatively small correlation \((r = 0.10)\). A Personality and Individual Differences sample size study would be useful.

Although the magnitude of a typical observed correlation \((r = 0.20)\) may be considered rather small from an absolute perspective, it will be noted that small effects can, nonetheless, have substantial practical consequences. For example, Ozer and Benet-Martinez (2006) argued that, even though the correlation between agreeableness and volunteerism is small \((r \approx 0.20)\), a slight upward shift in agreeableness at the population level may imply an increase of 1000s of volunteers for various organizations. Additionally, Noftle and Robins (2007) contended that the relatively small association between conscientiousness and academic achievement may, nonetheless, result in meaningful practical differences in the lives of individuals low and high on conscientiousness across a lifetime, based on the notion of cumulative continuity.

Despite the above, it would be a disservice to the research community if the results of the current investigation were used to inspire a sense of complacency. Almost undoubtedly, the correlations reported in Table 1 are somewhat smaller than would otherwise have been, as not all of the studies included in the meta-analyses were measured with excellent levels of validity (e.g., limited measures of IQ; short-form measures of personality). Furthermore, many of the samples included in the meta-analyses were not fully representative of the populations of interest (e.g., range restricted university students). Consequently, researchers are encouraged to specify research designs that will enhance the chances of estimating the effect between two or more constructs in the population, rather than rely upon the normative correlations reported in this investigation as a standard with which to be satisfied.

It should also be emphasized that guidelines for the interpretation of effect sizes is a practice that has been criticized, as there is a concern that researchers will use them mindlessly (e.g., Thompson, 2008). Additionally, Ellis (2010) recommended that researchers interpret effect sizes specifically in the context of their own investigation, in the first instance, which may involve consultation of unstandardized effects, rather than standardized effects. Researchers are encouraged to take these criticisms and recommendations into consideration when consulting the results of this investigation.

4.1. Limitations

The current investigation was based on a total of 87 meta-analyses across six journals (708 meta-analytically derived correlations). Undoubtedly, several possibly relevant meta-analyses were not included in this investigation, as they did not include the words ‘meta-analysis’ or ‘meta-analytic’ in their title. However, the sample of correlations was considered sufficiently large for the purposes of estimating the means of central tendency and dispersion. Nonetheless, the results may be to some degree inaccurate, if there was something systematic associated with the difference between meta-analytic investigations which include the words ‘meta-analysis’ or ‘meta-analytic’ in their titles versus those that did not include such words.

The results of this investigation were also limited to Pearson correlations. The possibility of conducting a similar evaluation to that reported here for Cohen’s \(d\) is a much more complicated one. Some investigations which report Cohen’s \(d\) as a measure of effect size are based on true experiments which involve the manipulation of an independent variable. Arguably, not all manipulations are of equal magnitude. Consequently, it may be inappropriate to combine the effects of clearly different studies (drug manipulations versus a 10 min cognitive training exercise, for example). Other investigations which have reported Cohen’s \(d\) are based on the artificial dichotomization of a continuous variable, some of which are based on a median split, while others are based on an extreme groups approach. The extreme groups approach would be expected to yield much more substantial Cohen’s \(d\) values, in comparisions to the median split approach. Finally, some Cohen’s \(d\) investigations are based on naturally nominated scaled variables (e.g. gender). Arguably, the diversity of the investigations which have used Cohen’s \(d\) may preclude the justifiable amalgamation of these investigations to help yield valid guidelines across all study types.

5. Conclusion

It is doubtful the emphasis on reporting and interpreting effect sizes in research will abate. Consequently, it is important to have a guidelines for the interpretation of effect sizes that are based on good quality, representative data, rather than subjective impressions. Differential psychologists will be arguably better served by applying the normative correlation guidelines reported in this investigation \((0.10, 0.20, \text{and} 0.30)\), rather than those reported by Cohen (1988, 1992), or even Hemphill (2003), in order to obtain an accurate sense of the magnitude...


